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M xR A
(R EHRO
HRFIXEFEO CIESESZEXNRNA

A1 BUREEH

AL C 185 2% 52 XHIR S 5 T/AT 131, 1—2025 i) C i 5 5% @ SR S R —
o

A 2 HEEFEIRME

A2.1 K-miESREE
A.2.1.1 BIEKNNEIYIFERY Q

C Bk
Status aitisa_create_knn_regressor(const int k, const KnnWeightT; type,
const KnnAlgori lgo/
const KnnMetric metric,

KnnModel* model);

L 4

W

k (IN): ARFRESFEIIA0IT A
wtype (IN): AR &,
algo (IN): Z5HERAR &, TR e I gt SRR 2R DL K P 75 B I B 24
metric (IN): ZEHIRAL &, V-5 0E B0 0 R ARV 28 Y DA K B 7 B2 M BA N S50
model (OUT): ¥ KNN [a] 9

IR [El1E «

STATUS SUCCESS: /R

STABUS INVALID ARGRUMENT: F/RZ 8 4.
STATUS, ALILOC FAILED: F/~GIE AR 5 Fe 2 A2 .
STATUS OTHER FAILED: /R Ah#EAF 0.

Fko1
algo: { type: BRUTE , leaf size: 0}
metric: {type: EUCLIDEAN, p: 0, v: 0, w: 0}
*/
KnnModel model;
aitisa_create_knn_regressor(k, UNIFORM, algo, metric, &model);

A.2.1.2 BIEEKNNS RIEH
50



T/Al 131.3—2025

C iBk:
Status aitisa_create_knn_classifier(const int k, const WeightType wtype,
const Algorithm algo,
const Metric metric,

KnnModel* model);

W

k (IN): ARFRE SR AT s

wtype (IN): BUZE 1) KNN J3 AR E T i >k H AR
algo (IN): Algorithm &5 {A725 &

metric (IN): Metric 45/ {A745 &

model (OUT): Hr8IEE 1) KNN 73 A5, (L%
IR [El1E «

STATUS_SUCCESS: /R~ )6 @ kA , Q

STATUS INVALID ARGRUMENT: #/RZH 4. (L

STATUS_ALLOC_FAILED: /A& AR A 2 [J A 2 /

STATUS_OTHER_FAILED: 27~ HAth#54F

Fko1 p 2
algo: { type: BRUTE, leaf size:
metric: {type: EUCLIDEAN, p: 0, v:0,
*/

KnnModel model;
aitisa_create_knn_classifier(k, UNIFORM, algo, metric, &model);

A.2.1.3 TIZRKNNEE R
C Bk
Status aitisa train_knn (const Tensor ref,

const Tensor label,

KnnModel* model);

W

ref (IN):  FRHA M ZREFFAE 5K &=
label (IN): /¥ I ZREE B bR ok &
model (INOUT): KNN ##71,
R [EIfH -
STATUS_SUCCESS: FnRIZ I,
STATUS INVALID ARGRUMENT: F/RZH 4.
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STATUS OTHER FAILED: /R Ah#EfE A% .
r*ref=[1,2,3],[1,5, 6], 2,7, 3]]
label = [[0], [1], [0]]

*/
aitisa_train_knn(ref, label, &model);

A.2.1.4 {&E FAKNNAEBY 31T 7500

C i5:
Status aitisa_predict_knn (const Tensor query,
const KnnModel model,
Tensor* output);
¥

query (IN): FRIRHA R MR AERFAETK &

model (IN): KNN %7,

output (INOUT): F=%n th i i 45 ok &
1% [EAA .

STATUS SUCCESS: Tl il 1) o
STATUS INVALID ARGRUMENT: e ik
STATUS OTHER FAILED: FRzsH:A AT o

/* query =[[1.1, 2.1,3.1]]
*/
Tensor output;

aitisa_prediet, knn(query, model, &output);

A.2.1.5 $HERKNNARZY

C ig¥:
Status aitisa_destroy knn (KnnModel* model);
g ﬁ:
model (INOUT): FF455 1 KNN 7Y,
IR [El1E «
STATUS SUCCESS: I/~ Ih4H 5 KNN A,
STATUS INVALID ARGRUMENT: #/RZH 4.
STATUS OTHER FAILED: /R Ah#AF HH#0.
il :

52



T/Al 131.3—2025

aitisa_destroy_knn(&model);

A.2.2 ZHEEHNEE
A.2.2.1 BIEC-SVCH2AREY
C 15
Status aitisa_create c_svc( const SvmKernel kernel,

const double cost,

const double epsilon,

SvmModel* model);
¥
kernel (IN): Z5ffA R, HTIWE SVM BIERH %7125 % G BN S
cost(IN): 1S4 C.
epsilon(IN): H5FE, ZibiRZ%E.
model (OUT): HifIEE(] C-SVC 43 iRy, /
IR [EI4H :
STATUS SUCCESS: F/R i Ih ol @A
STATUS_INVALID_ARGRUMENT: X2 H i tis
STATUS ALLOC FAILED: 7~ ful% A2
STATUS_OTHER_FAILED: FETE L o
il
/*
kernel: {type: egree: 0, gamma: 0.5, coef0: 0}
cost: 4.0

epsilon: 0:001

A.2.2.2 BlIEEnu-SVCH FKiER
C Bk
Status aitisa_create nu_svc(const SvmKernel kernel,
const double nu,

const double epsilon,

SvmModel* model);
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kernel (IN): Z5M AR &, T E SVM BIER A% 777228 B DL B 75 B AA N S50
nu(IN): #1240 nu.
epsilon(IN): H5JE, b7,
model (OUT): HrBIE 1) C-SVC 7 piil,
IR [El1E «
STATUS_SUCCESS: /R~ Ih @ ki ,
STATUS INVALID ARGRUMENT: F/RZH 4.
STATUS ALLOC FAILED: F/~GIE AR 5 Fe 2 B A2 .
STATUS OTHER FAILED: /R Ah#EfE A 0.

\p
/*
kernel: {type: RBF, degree: 0, gamma: 0.5, coef0: 0} %
nu: 0.5

epsilon: 0.001 %

SvmModel model;

aitisa_create nu_svc(kernel, cost, epsilon, &model);

L 4

A.2.2.3 fl#one-class SYMIEHY

Cig¥::

Status aitisa_create_oneclass_svm ( cofist SvmKernel kernel,
const double nu,
\ const double epsilon,
SvmModel* model);

AR R, HTiE SVM SRR IR UK T i 2 BN 24

epsilon(IN): F§/&, ZIkiRzE.
model (OUT): #r B &M one-class SVM 54

R [EIfH -
STATUS_SUCCESS: /R~ Ih @ kA ,
STATUS INVALID ARGRUMENT: F/RZH 4.
STATUS ALLOC FAILED: F/~GIE AR 5 Fe 2 B A2 .
STATUS OTHER FAILED: /I Ah#EfE A% .

/*
kernel: {type: RBF, degree: 0, gamma: 0.5, coef0: 0}
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nu: 0.5

epsilon: 0.001
*/
SvmModel model,

aitisa_create _oneclass svm(kernel, cost, epsilon, &model);

A.2.2.4 flEepsilon-SVREFIEEI

Cig¥::

Status aitisa_create eps_svr( const SvmKernel kernel,

const double cost, %
const double epsilon, Q

SvmModel* model);

W

km@ﬂm:%m%%%,%?&ﬁswwﬁ&%ﬁ%%jﬁ‘ DL I e B A S 4

cost(IN): #EHiZ4 C.

epsilon(IN): H5FE, ZibiR7%.

model (OUT): #rfl &M epsilon-SVR A,
IR [El1E «

STATUS SUCCESS: 7~ f

STATUS INVALID ARGRU T: SR

STATUS_ALLOC FAILED: #7x 0 A Pl 2 (A AS R

STATUS OTHER EAILED: ZF/RILAh#EfE A1 0.

L 4

/*
F, degree: 0, gamma: 0.5, coef0: 0}

epsilony 0.001
*/
SvmModel model;

aitisa_create _eps_svr(kernel, cost, epsilon, &model);

A.2.2.5 Bl3Enu-SVREIJIHRE
Cig¥::
Status aitisa_create nu_svr( const SvmKernel kernel,
const double cost,
const double nu,
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const double epsilon,

SvmModel* model);
¥
kernel (IN): Z5fAA R, HTWE SVM BIERH AL 715388 UL T 75 E AL 24
cost(IN): #EHiZ4 C.
nu(IN): #1245 nu.
epsilon(IN): H5JE, b7,
model (OUT): Hr M epsilon-SVR [m] )T,
AL

STATUS ALLOC FAILED: F/~GIE AR 5 Fe 2 B A2 .

STATUS OTHER FAILED: /R Ah#EEfE A5 0.
il :
/* /

kernel: {type: RBF, degree: 0, gamma: 0.5, coe

STATUS_SUCCESS: %7 Fb A %
STATUS INVALID ARGRUMENT: F/RZH 4. (L

cost: 4.0
nu: 0.5 '
epsilon: 0.001

*/

SvmModel model;

aitisa_create _nu_svr(kernel, cost, n silon, &model);

A.2.2.6 YNZSVNIE

C gk
Statds,aitisa_train_svm (const Tensor ref,
const Tensor label,

SvmModel* model);

W

ref (IN): RN GRERERKE . HIZR A [num_vects, dim_vects].
label (IN): F7=H NI 2R B bR 28 Tk & o
model (INOUT): SVM ##74
IR [El1E «
STATUS_SUCCESS: FRIZ I,
STATUS INVALID ARGRUMENT: #/RZH 4.
STATUS OTHER FAILED: /R Ah#EAF HH#0.
il :
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*ref=1[[1, 2,3],[1,5, 6], [2, 7, 3]]
label = [[0], [1], [O]]
*/

aitisa_train_svm(ref, label, &model);

A.2.2.7 {EFISVMAERY 31T

C Bk

W

pACILI=R

pACILI=R

il

Status aitisa_predict _svm (const Tensor query,
const SvmModel model,

Tensor* output);

query (IN): F/RHA PR ERETK & . HILR N [num_
model (IN): SVM %Y,
output (INOUT): 7% Hh i Tt 45 ok &, /\ﬂ%i%v[nyve S

vects_pre]o

STATUS SUCCESS: o~ Tl il 2l »
STATUS_INVALID ARGRUMENT: # i%%&tﬂ%ﬁ*’
STATUS OTHER FAILED: #7nHdih#5 /P #5150 o

/* query =[[1.1, 2.1, 3.1]]
*/

Tensor output;

aitisa_predict_svm(qu odel, &output);

Status aitisa_destroy svm (SvmModel* model);

model (INOUT): FF4551 SVM A7,

STATUS SUCCESS: /x4 SVM FEA!,
STATUS INVALID ARGRUMENT: #/RZH 4.

STATUS OTHER FAILED: /R Ah#AF HH#0.

aitisa_destroy _svm(&model);

.3—2025
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A 2.3 ZMEEIARE
A.2.3.1 fll#ZLinear Regressioni®fl
C i
Status aitisa_create linear reg( const Regularization reg,

LinearRegModel* model);

reg(IN): SEMRAR R, T B 41t [l VA 55005 R A 1 DA S R R
model (OUT): #rfil% 1) Linear Regression &7 .
IR [EI4H :
STATUS SUCCESS: R/~ A Ak
STATUS INVALID ARGRUMENT: #/RZH 4.
STATUS_ALLOC_FAILED: F/n A @AY 73 e 25 A A A2
STATUS OTHER FAILED: oAt fF H 4550
il :
/*
reg: {type: L2, value: 0.5}
*/
LinearRegModel model;

aitisa_create linear reg (reg, &model);
A.2.3.2 Jll&Linear RegressiontEZY
C g

Status aitisa_train_lineas, reg (const Tensor ref,

const Tensor label,

LinearRegModel* model);

ref (INYy, RIANFIA N ZREERE Tk /. HIPAR N[num_vects, dim_vects].

label (IN): &7~ H N\ IV 2R i a bn 2 7K &

model (INOUT): Linear Regression 157 ,
IR [EI4H :

STATUS SUCCESS: /NI .

STATUS INVALID ARGRUMENT: #/RZH 4.

STATUS _OTHER_FAILED: o/~ H At /F A E .
il s

/* ref = [[0, 0, 0], [1, 1, 1], [2, 2, 2]]

label = [[0], [3], [61]
*/
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aitisa_train_linear reg (ref, label, &model);

A.2.3.3 f{EMLinear RegressiontmZiH TN

C B

IR [EME

Status aitisa_ predict linear reg (const Tensor query,
const LinearRegModel model,

Tensor* output);

query (IN): FKIRHAFIMRERHETR . HIZIR N [num vects pre, dim vect§™ Pre] -
model (IN): Linear Regression 57,
output (INOUT): Fwfth &5 Rk &, HIZIR A [num_veefs_pre].

STATUS_SUCCESS: 7~ il i3
STATUS_INVALID ARGRUMENT: #/RZH 4.
STATUS OTHER_FAILED: 7~ HAthgAF H A5 i s

/*

query = [[1.5, 1.5, 1.5]]
*/
Tensor output;

aitisa_predict linear_reg (query, model, &output);

A.2.3.4 %$8%L ineargRegressiontEE!

C B

24

IR EE

il

Statug aitisa \destroy linear reg (LinearRegModel * model);
model (INOUT): f#445% 1 Linear Regression 17 ,
STATUS_SUCCESS: &7 Y)445 Linear Regression 574!
STATUS INVALID ARGRUMENT: #/RZH 4.

STATUS _OTHER_FAILED: o/~ At /F A E .

aitisa_destroy_linear reg (&model);

A 2.4 FBiEEAEE

.3—2025
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A.2.4.1 fl#Logistic Regressiont&Hl
C g
Status aitisa_create logistic_reg( const Solver solver,

const Regularization reg,

LogisticRegModel* model);

solver (IN): itk 28 5, F T % B Logistic Regression f A fd H IR #5152, S RMARE
MMSH.
Reg(IN): #ZEi)iAAr &, HTi%E Logistic Regression &4 K F ) 1E N4k 287 L4 .
model (OUT): #rflZ 1 Logistic Regression 154! .
IR EE
STATUS SUCCESS: R/~ B A
STATUS INVALID ARGRUMENT: &/ ZSHH .
STATUS_ALLOC_FAILED: /x5 7l 23 [0 AN 2
STATUS OTHER FAILED: 7RI A A HH 15580
il
/*
solver: {type: Momentum, learning_rate: 9:001, mémentum:0.9}
reg: {type: L2, value: 0.5}
*/
LogisticRegModel model;

aitisa_create logistic_reg (solver, reg, &model);
A.2.4.2 Jl%Logistic RegressiontzHl
C 15

Status aitisa train \logistic_reg (const Tensor ref,

const Tensor label,

LogisticRegModel* model);

ref (IN): FRIRHAFIVIZAERHETR . HIRIR N [num_vects, dim_vects]
label (IN): Zosi NI ZR B B bR ok &
model (INOUT): Logistic Regression f7%,
R EE:
STATUS_SUCCESS: #F/~ilIlZRaidl .
STATUS INVALID ARGRUMENT: &/ ZSHH .
STATUS OTHER FAILED: oAt fE 45500
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/* ref = [[Oa Oa O]a ['la 'la '1]]
label = [[0], [1]]
*/

aitisa_train_logistic_reg (ref, label, &model);

A.2.4.3 fEMLogistic Regressiont®ZYi#H1 TN
C 15
Status aitisa_ predict logistic_reg (const Tensor query,

const LogisticRegModel model,

Tensor* output);

query (IN): FRIRHIA MR EREK E . HIZR N[num_veets, pre, dim vects pre].
model (IN): Logistic Regression 157 ,
output (INOUT): 7% th M T4 Kok &, HILAR N [numpveess pre].
IR [E14H -
STATUS _SUCCESS: #7n Tl 52 -
STATUS_INVALID ARGRUMENT: #zZ# 4.
STATUS_OTHER_FAILED: 37 Hfth 5 /P 4545 0 .

/* query =[[1, 1, 1]]
*/
Tensor output;

aitisa_predict_logistic ‘teg,(query, model, &output);

A.2.4.4 %585%logistic Regressiont®fl
C Bk
Status aitisa_destroy_logistic_reg (LogisticRegModel * model);
Zjﬁ:
model (INOUT): f#845% 1 Logistic Regression %!
R EE:
STATUS SUCCESS: 7/~ 4% Logistic Regression H4Y,
STATUS INVALID ARGRUMENT: #/RZH 4.
STATUS OTHER_FAILED: /R HAhEAE B 1HE O
A~

aitisa_destroy_logistic_reg (&model);

131
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A.2.5 RETE
A.2.5.1 HFIRE
C 15
Status aitisa_mean_squared_error ( const Tensor y_true,

const Tensor y_pred,

float* error);

W

y true (IN): ESZfE
y_pred (IN): FI{HE

error(OUT): ¥ 7R % %
R [EIfH -
STATUS SUCCESS: #F/~it5aidl. Q
STATUS INVALID ARGRUMENT: F/RZH 4. %
/

STATUS OTHER FAILED: /R Ah#EfE A 0.

il
/*
y_true = {3,-0.5,2,7}
y pred = {2.5,0.0, 2, 8} 4
float error = 0;
*/
aitisa_mean_squared_error(y_true, d, &error);
/*
error = 0.375
*/
A.2.5.2
C Bk
Status aitisa max_error ( const Tensor y_true,
const Tensor y_pred,
float* error);
2%

y true (IN): F3E
y pred (IN): Fij{E
error(OUT): fix K%
IR [EI4H :
STATUS _SUCCESS: #F/~it5aidl.
STATUS INVALID ARGRUMENT: #/RZH 4.

62



T/Al 131.3—2025

STATUS OTHER FAILED: /R Ah#EfE A% .

/*
y true={3,2,7,1}
y pred={4,2,7,1}
float error = 0;
*/
aitisa_max_error(y_true, y pred, &error);
/*

error = 1 %
A.2.5.3 R218% %Q
C %392‘: /

Status aitisa_r2_score ( const Tensor y_true,
const Tensor y_pred,

float* score); ’

>

y true (IN): B

y_pred (IN): FI{HE

score(OUT): ¥ 51341
prACILI=E

STATUS SUCCESS: ‘@&~ it 5 2l
STATUS_INVA RGRUMENT: FRSH
STATUS OTHER\FAILED: /R Athi/F A5

/*
y_true = {3,-0.5,2,7}
y pred = {2.5,0.0, 2, 8}
float score = 0;
*/
aitisa_r2_score(y_true, y_pred, &score);
/*
score= 0.948
*/
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A.2.5.4 TFHMHSE
C i

Status aitisa_accuracy_score ( const Tensor y_true,
const Tensor y_pred,
float* score);

%ﬁ!

y_true (IN): E3HH

y pred (IN): Fiij{E

score(OUT): I1EHfHE1S )

IR [EI4H : : ’
STATUS SUCCESS: F/nit& .
STATUS INVALID ARGRUMENT: #/RZH 4. Q

STATUS_OTHER_FAILED: &/ H A E AR 1550 o (L
NE

/*
y true= {0, 2,1, 3}
y pred= {0, 1, 2, 3}
float score = 0; '
*/
aitisa_max_error(y true, y pred, &error);
/*

score = 0.5
% \

A2.6 EBGSH
A.2.6.1 BIEPCAFRAIER
C i

Status aitisa_create pca(const int k, const SvdSolver solver,
PcaModel* model);
gﬁ:
k (IN): AR BLORAF 10 A2
SvdSolver (IN): kAR &, 55T A8 7 Al I A SR AR 25 14 DA K BT i EE RO A 24
model (OUT): #rGI & PCA s Hrisife.
1R [EAA -
STATUS_SUCCESS: /R~ Iha @ kA ,
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STATUS INVALID ARGRUMENT: #/RZ# 4.
STATUS_ALLOC_FAILED: 7RG # AR 73 fe 25 (8 A 2 o
STATUS OTHER FAILED: /R Ah#AF 0.

i
*ko 10
solver: { type: auto ,tol = 0.1, iterated power = 1000}
*/
PcaModel model;

aitisa_create pca(k, solver, &model);

A.2.6.2 3)IZPCAIEER (L
C Bk Q
Status aitisa_train_pca (const Tensor ref,
PcaModel* model); /

ref (IN):  RRHIA I ZREERFAE K &
model (INOUT): PCA 7%,

R [EI{H -
STATUS SUCCESS: #/nill 5k
STATUS_INVALID ARGRU
STATUS OTHER FAILED: /&

W

B G DL

M ref={[1,2,3], [1, 556R[2, 7, 3]]
*/

aitisa_train \pca(ref, &model);

A.2.6.3 FIFPOAMREY X HiE SR b4
C iBk:
Status aitisa_ dim_reduction_pca (const Tensor query,

const PcaModel model,

Tensor* output);

W

query (IN):  FEH N FIMNRSERHE K 2

model (IN): PCA F5%,

output (INOUT): R4t d SR B 4 5 (1 25 ok &
IR [El1E «

131.3—2025
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STATUS SUCCESS: I/~ P&4E R
STATUS INVALID ARGRUMENT: F/RZH 4.
STATUS OTHER FAILED: /R Ah#AF 0.

/* query =[[1.1, 2.1, 3.1]]
*/
Tensor output;

aitisa_ dim_reduction_pca (query, model, &output);

A.2.6.4 $HEXPCAIREY (L%
C Bk Q

Status aitisa_destroy pca (PcaModel * model);
ZH: /

model (INOUT): fir445% 1) PCA H7Y .

IR [El1E «
STATUS_SUCCESS: /RIS PCA %Y.
STATUS INVALID ARGRUMENT: ¥
STATUS_OTHER_FAILED: IR

aitisa_destroy_pca (&model);

A.2.7 ZxMHF R 9HT \

A2.7.1 FI%I 43 Fr iR R

C Bk
Status aitisa_create lda(const int k,
const LdaSolver solver,

LdaModel* model);

W

k (IN): AR T EE At i 4E 2L
LdaSolver (IN): Z5t /A5 &, SKfF LDA AEAIIS FH (1R fif 85 S5 8 DL BT 75 L BAN S 40
model (OUT): Hrfl&EM LDA F ki,
R EE:
STATUS SUCCESS: F/R i Ih @A
STATUS INVALID ARGRUMENT: F£/RZH 4.
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STATUS ALLOC FAILED: F/~GIE AR 5 HC 2 B A2 .
STATUS OTHER FAILED: /R Ah#AF .

i
Fk: 10
solver: { type: svd ,tol = 1e-4, shrinkage:auto }
*/
LdaModel model,

aitisa_create lda(k, solver, &model);

A.2.7.2 J)IZLDATREY %
C 15
Status aitisa_ train_lda (const Tensor ref,
const Tensor label,
LdaRegModel* model); /

ref (IN): FRHARYIZERAETKE . HIZAR Jy[num_yects, dim_vects].
label (IN): F£RH AN ZREERIR S K &

W

model (INOUT): LDA 7%, 14
R [EI{H -

STATUS SUCCESS: F&/~IZREkI

STATUS INVALID ARGRUME 2N Lk

STATUS OTHER EAILED: F/RILAh#EEAF H 0.

/* ref =1[0,.0,
label = [[0], [1

*/

aitisa_train lda (ref, label, &model);

A.2.7.3 FIFILDAEBY B THE{E PR 4E
CiE¥E:

Status aitisa_ dim_reduction_lda (const Tensor query,
const LdaModel model,

Tensor* output);

W

query (IN):  FRIRHIA IR FFIE TR =
model (IN): LDA &7,

131.3—2025
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output (INOUT): o4 th edhs £E P& 4 5 (1 45 SR ok
R EE:

STATUS SUCCESS: I~ F#4E Rl

STATUS INVALID ARGRUMENT: F/RZH 4.

STATUS OTHER FAILED: /R Ah#EfE A% 0.

/* query =[[1.1, 2.1, 3.1]]
*/

Tensor output;

aitisa_ dim_reduction_lda (query, model, &output); %%
A.2.7.4 FFLDMEELFHITSH K Q
C ik /

Status aitisa_ predict lda (const Tensor query,
const LdaModel model,
Tensor* output);
gﬁ:
query (IN): FRIRHA FIMREERHE TR . HIPIR N [num vects pre, dim_vects_pre].
model (IN): LDA &7,
output (INOUT): 274t Hi i Tl sk, HIERA[num vects pre].
1% [EAA .
STATUS SUCCESS: & Tl il I »
STATUS_INV. ARGRUMENT: F£RSH ;.
STATUS OEHER(FAILED: /R Athig/F A5 o

/* queryg [[1.1, 1]]
*/
Tensor output;

aitisa_predict lda (query, model, &output);

A.2.7.5 $HERLDARE!
C 15
Status aitisa_destroy lda (LdaModel * model);

W

model (INOUT): FF445% 1 LDA #57,
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R [EIfH -
STATUS SUCCESS: /R4 5 LDA Al
STATUS INVALID ARGRUMENT: F/RZH 4.
STATUS OTHER FAILED: /R Ah#EAF HH#5b.

aitisa_destroy lda (&model);

A.2.1 SEFMRIMETE L

A2 11 DUREETANE AR <9
C B Q

Status aitisa_create gaussian_nb ( float priors|[],
float smooth,

GaussianNBMode

mody

gﬁ:
priors(IN): V7 s, F T8 my i bb 26 DLt 3 BRI IR AR
smooth(IN): Vi, AT &E g2 @
model (OUT): %1 Gaussian Naiye Bayesian 157 ,
IR [EI4H :
STATUS SUCCESS: /R~ A
STATUS_INVALID ARGRUMEN NS
STATUS ALLOC EAILED: F/~GIE AR 5 Fe 2 B A2 .
STATUS OTHER FA s RN HAMERAE HAT S O
i
/*
:[0.2,0.3, 0.3]

smoothile-6
*/
GaussianNB model;

aitisa_create gaussian_nb (priors, smooth, &model);

A.2.1.2 YN&EEHME DI EER
C i

Status aitisa_train_ gaussian_nb (const Tensor ref,
const Tensor label,

GaussianNBModel * model);
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gﬁ:
ref (IN): RINEIA M ZGERMERKE. HIZR N [num_vects, dim_vects].
label (IN): Zosi NI 2B B bR ok &
model (INOUT): Gaussian Naive Bayesian 17,
IR [E14H -
STATUS_SUCCESS: F/n IR .
STATUS INVALID ARGRUMENT: &/ ZSHH .
STATUS OTHER_FAILED: #F/~H At /F A E .
il :
/* ref=1[0, 0, 0], [1, 1, 1], [2, 2, 2]]
label = [[0], [3], [6]]
*/

aitisa_train_ gaussian_nb (ref, label, &model);

A.2.1.3 fERSHrHhE M ETE R TR
C g
Status aitisa_ predict gaussian_nb (const'Tensor query,

constsGausstanNBModel model,

Tensor# output);

query (IN): KoM A MR EK . HIZR N[num_vects pre, dim_vects pre].
model (IN): Gaussian Naiye Bayesian #7%! ,
output (INQUT)y ez fan tH I PN &5 Rk &, HIZAR 9[num_vects_pre].
1% [EAA .
STATUS SUCCESS: o~ Tl 2 «
STATUSWINVALID ARGRUMENT: F/RSH 4.
STATUS OTHER FAILED: i H At fE H 4550

/*

query = [[1.5, 1.5, 1.5]]
*/
Tensor output;

aitisa_predict gaussian_nb (query, model, &output);

A.2.1.4 SHESHTFMEDIMEREERY
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Status aitisa_destroy  gaussian_nb (GaussianNBModel * model);

model (INOUT): #F455%1] Gaussian Naive Bayesian 5 .
IR [E14H -
STATUS_SUCCESS: &7~ Y)#45% Gaussian Naive Bayesian 154!
STATUS INVALID ARGRUMENT: &/ ZSHH .
STATUS OTHER_FAILED: #F/~H At /F A E .
il :

aitisa_destroy gaussian_nb (&model);

A.2.2 IRERGTHEIREY
A2.2.1 BIERERSHRIEE
C g
Status aitisa_create decisiontree_classifier ( char criterionf],
int maxydepth,
intmin_num, split,
int niin_um_leaf,

DeciSion TreeClassifierModel* model)

criterion(IN): “FRF&y, FH T8¢ & P 5 A plead B o gh A7 RRAE G B R b v
max_depth(IN); 40, T 150 B A R SR 1R 3 RIR 2
max_num @plit(IN)DEEE, 5B HEAT 1T 107 R4 T 75 B B MREARE
max_num_[eaf(INYy B4, 5B A 7 ST a5 e MEA 2
modely(OUT); vBr ]2 1) Decision Tree Classifier 17

pr AL
STATUS SUCCESS: I/~ Ih i,
STATUS_INVALID ARGRUMENT: F/RZH 4.
STATUS_ALLOC_FAILED: F/n AR 73 e 25 Al A A2 o
STATUS OTHER FAILED: oAt fE H 455

/ *
criterion:  “gini”
max_depth: 20

min num_split: 10

T/Al
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min_num_leaf: 5
*/
DecisionTreeClassifierModel model;
aitisa_create decisiontree_classifier (criterion,max_depth,

min_num_split,min_num_leaf,&model);

A.2.2.2 IZRHER 5 FIER
C 15
Status aitisa_train_ decisiontree classifier: (const Tensor ref,

const Tensor label,

DecisionTreeClassifierModel * model)

ref (IN): KRNI GEREKE. IR N [num_vects, dim_vects].
label (IN): =i NI 2R B bR a5 ok &
model (INOUT): Decision Tree Classifier £ 7!
R EE:
STATUS SUCCESS: /NI .
STATUS INVALID ARGRUMENT: #5R B8 145 .
STATUS _OTHER_FAILED: /Rt AglF s 15 i .

/*ref=1[0,0,0],[1, 1, 1], [2, 2, 2]]
label = [[0], [3], [64]

*/

DecisionTreeClassifierModel model;

aitisa_train | decisiontree_classifier (ref, label, &model);

A.2.2.3 fERRER 7 FARBB TN
C g
Status aitisa _predict decisiontree classifier (const Tensor query,

const DecisionTreeClassifierModel model,

Tensor* output)

query (IN): FKIRHAFIMARERHETR . HIZIR N [num vects pre, dim_vects_pre].
model (IN): Decision Tree Classifier 157,
output (INOUT): 7%t BT 25 ok &, HIZARN[num_vects_pre].

pr AL
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STATUS_SUCCESS: 7~ il i3
STATUS INVALID ARGRUMENT: &R ZSHH .
STATUS OTHER FAILED: oAt fF H 4550

/*

query = [[1.5, 1.5, 1.5]]
*/
Tensor output;

aitisa_predict decisiontree classifier (query, model, &output);

A.2.2.4 SHERRTEIRG S HKAEE
C Bk
Status aitisa_destroy _ decisiontree classifier (DecisionTreeClassifierModel * model)
gﬁ:
model (INOUT): 4551 Decision Tree Classifigt 5% .
& [BE
STATUS SUCCESS: FH/x i H855% Decision Tree Classifier f7%
STATUS_INVALID ARGRUMENT: #5r B8 4 .
STATUS _OTHER_FAILED: /Rt AglF s 15 i .

aitisa_destroy_ decisiontree_classifien(&model);

A 2.3 REEREYIHEE
A.2.3.1 BIERTER ENIAEE
C g
Status aitisa_create decisiontree regressor ( char criterion][],
int max_depth,
int min_num_split,
int min_num_leaf,

DecisionTreeRegressor Model* model)

criterion(IN): 745 &, I 15 B O SFO AR B R P 47 0 R ) JEE B bR B
max_depth(IN): B, F 150 B A ik S 1 e KR P

max_num_split(IN): B%, BB BT 0 R I w5 21 S/ MEASEL
max_num_leaf(IN): %%, B & AR s i/ DEAR KL

model (OUT): #f& /¥ Decision Tree Regressor 1544,
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R B :

il

STATUS SUCCESS: I/~ Ih il ,

STATUS INVALID ARGRUMENT: &R ZSHH .
STATUS_ALLOC_FAILED: i~ 7l 23 (84S A2
STATUS OTHER_FAILED: K/~ At /F A E .

/*
criterion:  “mse”
max_depth: 20
min_num_split: 10
min num_leaf: 5
*/
DecisionTreeRegressorModel model;

aitisa_create decisiontree regressor(criterion,max_depth,

min_num_split,min numi’ leaf,&model);

A.2.3.2 IYZRRREYIHEE

C B

IR [EME

il

Status aitisa_train_ decisiontree regressosi (const Tensor ref,
const Tensor label,

DecigionTreeRegressorModel * model)

ref (IN): FRIRHA PRI AERHE TR 7 . IR N [num_vects, dim_vects]
label (IN): 7R IR R B r A5 Tk
model (INOUT): Decision Tree Regressor 17,

STATUS\WSUCCESS: FR IR
STATUS INVALID ARGRUMENT: &/ ZSHH .
STATUS OTHER FAILED: oAt fE 4550

/*ref={[0, 0, 0], [1, 1, 1], [2, 2, 2]]
label = [[0], [3], [6]]

*/

DecisionTreeRegressorModel model;

aitisa_train_ decisiontree regressor (ref, label, &model);

A.2.3.3 (ERRIEEREYVIREFITIUN
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Status aitisa_ predict decisiontree regressor (const Tensor query,
const DecisionTreeRegressorModel model,

Tensor* output)

query (IN): FKIRHA FIMARERETR . HIZIR N [num vects pre, dim_vects_pre].

model (IN): Decision Tree Regressor 5 7,

output (INOUT): 7% th M Tl 45 Kok &, HIZAR N[num_vects_pre].
& [BE

STATUS_SUCCESS: 7~ il i3 »

STATUS INVALID ARGRUMENT: &/ ZSHH .

STATUS _OTHER_FAILED: o/~ At /F A E .
il

/*

query = [[1.5, 1.5, 1.5]]
*/
Tensor output;

aitisa_predict decisiontree regressor (quegy, modelg&output);

A.2.3.4 $HEBORRRIEIYIRE
C 15:
Status aitisa_destroy, decisiontree regressor (DecisionTreeRegreesorModel * model)
gﬁ:
model (INQUT ) 54 5% ¥ Decision TreeRegreesor 17,
IR EE
STATUS SUCCESS: /R 445 Decision Tree Regreesor £/,
STATUSWINVALID ARGRUMENT: F/RSH 4.
STATUS OTHER_FAILED: F/RxHAREAE B HE L.
aNiE

aitisa_destroy decisiontree regressor (&model);

A 2.4 BEHLFRM S HKIEE
A.2.4.1 BIZRENLARM D RAREY
C g
Status aitisa_create randomforest _classifier ( char criterion[],

int num_tree,

.3—2025
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R B :

il

int max_depth,

int min_num_split,
int min_num_leaf,
int bootstrap,

int seed,

RandomForestClassifierModel* model)

criterion(IN): “FRFH:, T8 & YRS A plead B o db A7 RRAE G B R b v
num_tree(IN): %, 5B RN P A4

max_depth(IN): %4, F 1508 A B S I B oRIR

max_num_split(IN): B%, BB PEAT T 507 R4 T 7R B S/ MEAR SR
max_num_leaf(IN): H%, B A B 45 U s /D EAR L

bootstrap(IN): REH, FEoRHIIE M I 5 R FH B BESEOR ANBEA TN 2515 736
seed(IN): A, a4 pobef 1 ok A rh R BE AL o

model (OUT): #61%E ) Random Forest Classifier 158,

STATUS SUCCESS: R/~ A AR

STATUS INVALID ARGRUMENT: F@Z ¥ itie
STATUS ALLOC FAILED: 7~ gt A ges (8 A8 2
STATUS OTHER FAILED: F/=HAEE B 15 0.

/*
criterion:  “gini*
max_depth: 20
min_num split: 10
mingnum\leaf: 5
*/
RandomFegestClassifierModel model;
aitisa_create randomforest _classifier (criterion,max_depth,

min_num_split,min_num_leaf,&model);

A 2.4.2 YIZBEF IR HAREY

C B

Status aitisa_train_ randomforest _classifier: (const Tensor ref,
const Tensor label,

RandomForestClassifierModel * model)
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ref (IN): KRNI ZGERMEK E. HIER N [num_vects, dim_vects].

label (IN): RS I FREE B R AR 25 5K

model (INOUT): Random Forest Classifier &7,
1% [EAA .

STATUS_SUCCESS: F/n IR .

STATUS INVALID ARGRUMENT: #/RZH 4.

STATUS OTHER FAILED: oAt fE 45500
A~

/*ref=1[0, 0, 0], [1, 1, 1], [2, 2, 2]]

label = [[0], [3], [6]]
*/
RandomForestClassifierModel model

aitisa_train_ randomforest _classifier (ref, label, &model);

A.2.4.3 {ERAREHARIK S FARBFATION
C 15
Status aitisa_ predict randomforest _classifier (const Tensor query,

const'DecisionTreeClassifierModel model,

Tenses* output)

query (IN): FRIRHIA MR ER R E . HIZR N[num_vects pre, dim_vects pre].
model (IN): RandomForest Classifier #£7,
output (INOUT): /R it Ml 4h Kok &, HILAR N[num_vects_pre].
IR [EI4H :
STATUS SUCCESS: &7~ Tl i3
STATUS INVALID ARGRUMENT: F/RZSH 4.
STATUSWOTHER FAILED: o/~ At /F A E .

/*

query = [[1.5, 1.5, 1.5]]
*/
Tensor output;

aitisa_predict randomforest _classifier (query, model, &output);

A.2.4.4 SHEFENI AR SLIER
C Bk

7
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Status aitisa_destroy randomforest _classifier (DecisionTreeClassifierModel * model)

model (INOUT): #4551 Random Forest Classifier £ .
R EE:
STATUS_SUCCESS: 7~ Y)4 5% Random Forest Classifier £ .
STATUS_INVALID ARGRUMENT: #/RZH 4.
STATUS OTHER FAILED: oAt fE 45500
il :

aitisa_destroy randomforest _classifier (&model);

A.2.5 BEHLARMEYIER

A.2.5.1 aitisa_create_randomforest_regressor: BI|ZZFE#H AR IF1EE]
C g
Status aitisa_create randomforest _regressor ( char criterion[4
int num_tree,
int max_depth,
int minfinum_ splity
inpmin_num, leaf,
int bootstrap,
int se€d;

RandomForestRegressorModel* model)

criterion(IN): 2 f%F 5, R T 160 B 1R S A il B mh g A7 R AR SR 2 R 14 o
num_tree(IN): & Z0is B B HLARAK toss 1) 4~ 4
max_depth(IN): 588, F 1508 A s S I B oRIR 2
max num_split(IN): HeH, 5B HHAT I 5570 220 BT 75 2210 e MRS
max_numyleaf(IN): 5, 5B A S5 ST 5 e/ MEAR 2L
bootstrap(IN): %3, IR RN 52 75 R FH B BESBURE AR BT I 2RI 3
seed(IN): HEHr, 42 Az B i I R Hh B AL o
model (OUT): #rfil % ) Random Forest Regressor #%!

R EE:
STATUS SUCCESS: F/R i Ih @A
STATUS INVALID ARGRUMENT: /R SHHH .
STATUS_ALLOC_FAILED: ZF/n 6 @AY 73 e 25 [l A A2
STATUS OTHER FAILED: i H At fE H 45500

/*



33 E3]

criterion:  “mse
max_depth: 20
min num_split: 10
min num_leaf: 5
*/
RandomForestRegressorModel model;
aitisa_create randomforest _regressor (criterion,max_depth,

min_num_split,min_num_leaf,&model);

A.2.5.2 NIZREHLFRIREIYIHREY
C 15
Status aitisa_train_randomforest _regressor: (const Tensor ref,

const Tensor label,

RandomForestRegressorModely* model)

ref (IN): KRNI ZGERMEK E. HIER N [num_yects, dim_vects].

label (IN): RS I FREEE R AR 25 5K 5

model (INOUT): Random Forest Regressor f&/f! ,
& [BE .

STATUS SUCCESS: FE/RIZREkI .

STATUS INVALID ARGRUMENT &/~ H HiE

STATUS OTHER EAILED: F/RHAREAE B HE L.
il

/* ref = [[0,0, O}, W1, 1192, 2, 2]]

label = [[0], [3]5[6]]
*/
RandomEorestRegressorModel model

aitisa_train_ randomforest _regressor (ref, label, &model);

A.2.5.3 fERFEN AR EYIRELHEIT TN
C g
Status aitisa _ predict randomforest _regressor (const Tensor query,

const RandomForestRegressorModel model,

Tensor* output);

query (IN): FKIRHAFIMARERHETR . HIZIR N [num vects pre, dim_vects_pre].

T/Al
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model (IN): Random Forest Regressor 157 ,

output INOUT): s th FIEE Rk &, HIZR [num_vects_pre].
IR [EI4H :

STATUS _SUCCESS: #7n Tl 52 -

STATUS_INVALID ARGRUMENT: #/RZH 4.

STATUS OTHER_FAILED: K/~ At /F A E .

/*

query = [[1.5, 1.5, 1.5]]
*/
Tensor output;

aitisa_predict randomforest _regressor (query, model, &output);

A.2.5.4 SHERFEALARIREIYIHREY
C iBk:
Status aitisa_destroy randomforest _regressor (RandomForestRegressorModel * model);
ZH:
model (INOUT): #5445 1] Random Forest Regressor 17 ,
R EE:
STATUS SUCCESS: K/~ 5% Random Forest Regressor 57 .
STATUS INVALID ARGRUMENT &/~ H HiE
STATUS OTHER FAILED: i At fE 45500
il

aitisa_destroy tandemforest regressor (&model);

A2.6 BENRADTHEEE
A2.6.1 QIEZEBNREADLEER
C 15
Status aitisa_create adaboost _classifier (void * base estimator,
int max_num_estimators,

float learning_rate,

AdaBoostClassifierModel* model)

base estimator (IN): 73AEAL, & B HE T 5 v A B 2R HE 7 5% .
max_num_estimators (IN): %%, T3 83T+ 7 7248 (h i Brefdr FH i it o B8 1 s K8 E -
learning_rate (IN): V%%, W B IR T7755 —F0IE A0 N H 21 73 2888 BIBE .
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model (OUT): #rfil# 1) AdaBoost Classifier %!,

STATUS SUCCESS: I/~ Ih il ,

STATUS INVALID ARGRUMENT: &R ZSHH .
STATUS ALLOC FAILED: o~z 8 7 Fl 2= (8 A A2
STATUS OTHER_FAILED: K/~ At /F A E .

/*
base estimator: DecisionTreeClassifier dt
max_num_estimators,:40
learning_rate: 0.3

*/

AdaBoostClassifierModel model;

aitisa_create adaboost _classifier (dt,max num_estimators, learning_gate, &model);

A.2.6.2 INKBBNREADLER

C B

IR [EME

Status aitisa_train_adaboost _classifier: (const Tensor ref,
const Tensor label,
AdaBogstC€lassifierModel * model)

ref (IN): FKoRFIN R GERERE . LR N [num_vects, dim_vects].
label (IN): 7~ NI 255 B bR 25 ok &
model (INQUT)3 AdaBoost Classifier &7,

STATUS SUCCESS: /NI .
STATUSWINVALID ARGRUMENT: F/RSH 4.
STATUS OTHER FAILED: i H At fE H 4550

/*ref=1[0, 0, 0], [1, 1, 1], [2, 2, 2]]
label = [[0], [3], [6]]

*/

AdaBoostClassifierModel model

aitisa_train_ adaboost _classifier (ref, label, &model);

A.2.6.3 M BE&ERNR T FARBEI TN
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C 15
Status aitisa_ predict adaboost _classifier (const Tensor query,
const AdaBoostClassifierModel model,

Tensor* output)

query (IN): FKIRHA FIMARERETR . HIZIR N [num vects pre, dim_vects_pre].

model (IN): AdaBoost Classifier &7,

output (INOUT): 7% th M Tl 4 Kok &, HILAR N[num_vects_pre].
IR [E14H -

STATUS_SUCCESS: 7~ il i3 »

STATUS INVALID ARGRUMENT: &/ ZSHH .

STATUS _OTHER_FAILED: o/~ At /F A E .
il :

/*

query = [[1.5, 1.5, 1.5]]
*/
Tensor output;

aitisa_predict adaboost _classifier (query,imodel, &oitput);

A.2.6.4 SHERBIENES DA
C 15:
Status aitisa_destroy adaboost _classifier (AdaBoostClassifierModel * model)
gﬁ:
model (INQUT), H#fH 5% ¥ AdaBoost Classifier f%! .
1% [EAA .
STATUS SUCCESS: H/rHYiHi5% AdaBoost Classifier %Y.
STATUSLINVALID ARGRUMENT: #/RZH 4.
STATUS OTHER_FAILED: F/RxHAREAE B HE L.

aitisa_destroy adaboost _classifier (&model);

A.2.7 BENREADEIRE
A.2.7.1 BIEBENEADYIEE
C g
Status aitisa_create adaboost _regressor (void * base estimator,

int max_num_estimators,
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float learning_rate,

AdaBoostRegressorModel* model)

base_estimator (IN): A, ¥ B F2 5 1 H A8 A iR JE 4 ] A A A
max_num_estimators (IN): B4, FI T B $2 T 77 26 1IN By G A58 FH Ay 2 4 [ D RS 2R 1) g R 20
H.
learning_rate (IN): ¥ 5%, W ESRTH AR — SR AR T N 21 5] R R B
model (OUT): #rfil% 1) AdaBoost Regressor f7 .
& [BE
STATUS SUCCESS: /R A AR A
STATUS INVALID ARGRUMENT: /R SHHH .
STATUS_ALLOC_FAILED: F/n G @AY 73 e 25 [l A A2
STATUS _OTHER_FAILED: o/~ At /F A5 E .
il
/*
base_estimator: DecisionTreeRegressor dt
max_num_estimators,:40
learning_rate: 0.3
*/
AdaBoostRegressorModel model;

aitisa_create adaboost _regreSsom(dt,maX num_estimators, learning_rate, &model);

A.2.7.2 IBEMRAEYFER
C g
Status aitisa_train' adaboost _regressor: (const Tensor ref,

const Tensor label,

AdaBoostRegressorModel * model)

ref (IN): RN ZGERMERKE. HIPR N [num_vects, dim_vects].
label (IN): F7=Hi NI R B bR a5 ok &
model (INOUT): AdaBoost Regressor 17,
IR [E14H -
STATUS SUCCESS: /NI .
STATUS INVALID ARGRUMENT: #/RZH 4.
STATUS _OTHER_FAILED: #F/~H At /F A E .
il
/* ref=[[0, 0,0], [1, 1, 1], [2, 2, 2]]
83
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label = [[0], [3], [6]]
*/
AdaBoostRegressorModel model

aitisa_train_ adaboost _ regressor (ref, label, &model);

A.2.7.3 fER BE&ENEFAEIER TN
C 15
Status aitisa_predict adaboost _regressor (const Tensor query,

const AdaBoosRegressorModel model,

Tensor* output)

query (IN): FRIREIA MR ERETK E. HIER N [num_veets pre, dim_vects pre].

model (IN): Adaptive Boosting Regressor 15/ ,

output (INOUT): Fwfth &5 ok &, HIZIR A [numg veets” pre].
& [BE

STATUS_SUCCESS: 7~ il i3

STATUS INVALID ARGRUMENT: &S H .

STATUS _OTHER_FAILED: #/~ At #4515 I -
il

/*

query = [[1.5, 1.5, 1.5]]
*/
Tensor output;

aitisa_predict adabeost ‘regressor (query, model, &output);

A.2.7.4 A% BE MR EYIHEE
C 15:
Status aitisa_destroy adaboost _regressor (AdaBoostRegressorModel * model)
gﬁ:
model (INOUT): 44 5% 1 AdaBoost Regressor 157,
1R [EAA -
STATUS_SUCCESS: &7~ Y)#H 5% AdaBoost Regressor #5741
STATUS INVALID ARGRUMENT: #/RZH 4.
STATUS OTHER_FAILED: #F/~ At /F H A E .
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